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Microdosimetric quantities such as lineal energy, y, are bet-
ter indexes for expressing the RBE of HZE particles in com-
parison to LET. However, the use of microdosimetric quan-
tities in computational dosimetry is severely limited because
of the difficulty in calculating their probability densities in
macroscopic matter. We therefore improved the particle
transport simulation code PHITS, providing it with the ca-
pability of estimating the microdosimetric probability densi-
ties in a macroscopic framework by incorporating a mathe-
matical function that can instantaneously calculate the prob-
ability densities around the trajectory of HZE particles with
a precision equivalent to that of a microscopic track-structure
simulation. A new method for estimating biological dose, the
product of physical dose and RBE, from charged-particle
therapy was established using the improved PHITS coupled
with a microdosimetric kinetic model. The accuracy of the
biological dose estimated by this method was tested by com-
paring the calculated physical doses and RBE values with the
corresponding data measured in a slab phantom irradiated
with several kinds of HZE particles. The simulation technique
established in this study will help to optimize the treatment
planning of charged-particle therapy, thereby maximizing the
therapeutic effect on tumors while minimizing unintended
harmful effects on surrounding normal tissues. � 2009 by Radiation

Research Society

INTRODUCTION

Approximately 50% of all cancer patients are cured of
their disease, and approximately 40% of them are given
radiotherapy as a part of their treatment. There is therefore
a large and increasing population of cancer survivors pre-
viously exposed to radiation, and some of them are mani-
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festing the longer-term effects of radiation on normal tis-
sues. These effects can be deterministic, such as organ
function loss based on fibrosis, atrophy and necrosis, or
stochastic, such as secondary cancers. This can be very
distressing to the patient and intractable to treatment. Thus
it is of great importance to estimate doses in both the target
tumor and the surrounding normal tissues to optimize the
treatment planning for radiotherapy, thereby maximizing
the therapeutic effect on the tumor while minimizing un-
intended harmful effects on normal tissues.

Recently, high-energy heavy ions (HZE particles) have
been used for radiotherapy of tumors because of their high
biological effectiveness. In the treatment planning for such
charged-particle therapy, it is necessary to estimate not only
the physical dose but also the biological dose, which is the
product of the physical dose and relative biological effec-
tiveness (RBE). In the Heavy-ion Medical Accelerator in
Chiba (HIMAC) (1), the biological dose is estimated by a
method proposed by Kanai et al. (2) that is based on the
linear-quadratic (LQ) model with its parameters � and �
determined by the dose distribution in terms of the unre-
stricted linear energy transfer (referred to hereafter as dose-
LET distribution). Thus RBE is simply expressed as a func-
tion of LET in their model. However, the RBE of HZE
particles cannot be uniquely determined from their LET
because of their large cross sections for high-energy �-ray
production. Hence development of a biological dose esti-
mation model that can explicitly consider the track structure
of � rays around the trajectory of HZE particles is urgently
needed.

A number of studies, e.g. refs. (3–13), have been carried
out to build such models. The theory of dual radiation ac-
tion (TDRA) proposed by Kellerer and Rossi (4) is one of
the most successful models in accounting for the biological
effectiveness of ionizing radiation using microdosimetric
quantities such as lineal energy, y, or specific energy, z.
Using the microdosimetric concept, Scholz et al. estab-
lished the local effect model (LEM) (6, 12), which is adopt-
ed in the treatment planning for heavy charged-particle
therapy at GSI. The concept of TDRA was further devel-
oped in a microdosimetric kinetic (MK) model established
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by Hawkins (9, 10). The MK model was recently improved
in terms of the saturation correction for expressing the de-
crease of RBE due to the overkill effect in very high y or
z regions (11, 13). The improved MK model has succeeded
in accounting for the cell survival curves under a variety
of irradiation conditions using only one parameter, y*,
which can be obtained from the probability densities2 of
microdosimetric quantities measured with a tissue-equiva-
lent proportional counter (TEPC). Establishment of a reli-
able simulation code to estimate the microdosimetric prob-
ability densities is the key issue in applying this model to
the biological dose estimation for charged-particle therapy,
since it is unfeasible to evaluate the probability densities
experimentally inside the body of each patient.

Several Monte Carlo track-structure codes such as PAR-
TRAC (14), PITS (15) and Gervais’s code (16) are appli-
cable to the estimation of the microdosimetric probability
densities in the radiation fields of a certain monoenergetic
HZE particle. On the other hand, the radiation fields in
tumor and surrounding tissues in patients are rather com-
plicated, since HZE particles can produce a variety of sec-
ondary particles in the human body by causing complex
nuclear reactions. Furthermore, charged-particle therapy in
HIMAC is carried out with spread-out Bragg peak (SOBP)
carbon-ion beams, which are created by placing ridge filters
at an upstream portion of the beam, and consequently the
radiation fields of SOBP beams are composed of various
kinds of particles over wide energy ranges. Thus the mac-
roscopic calculation of fluences and energy spectra of HZE
particles as well as the microscopic track-structure simu-
lation around their trajectories is indispensable for the es-
timation of the microdosimetric probability densities in the
region. However, none of the existing codes can handle
both the macroscopic and microscopic simulations at once,
since it is impractical to perform the microscopic track-
structure simulation directly in the macroscopic codes be-
cause of computational-time limitations.

With these problems in mind, we have established a bi-
ological dose estimation method based on the MK model
by developing a simulation code that enables us to calculate
the microdosimetric probability densities in a macroscopic
area of complex radiation fields. The outline of our strategy
was as follows: (1) Calculate microdosimetric probability
densities in liquid water around the trajectories of protons
and several kinds of heavy ions with energies from 1 MeV/
nucleon to 100 GeV/nucleon, using the microscopic elec-
tron-track-structure code TRACEL (17); (2) propose a
mathematical function that can reproduce the simulation re-
sults to instantaneously predict the probability densities for
all kinds of heavy ions over a wide energy range; (3) in-
corporate this function into the macroscopic particle trans-

2 There are two kinds of probability densities used in microdosimetry;
one is energy-weighted probability density generally expressed as yf1(y),
and the other is absorbed-dose probability density as d1(y). The two prob-
ability densities are proportional to each other, and they satisfy the nor-
malization conditions # f1(y) dy � 1 and # d1(y) dy � 1, respectively.� �

0 0

port simulation code PHITS (18); and (4) evaluate the bi-
ological dose for charged-particle therapy based on the
probability densities calculated by the improved PHITS
code coupled with the MK model. The details of the first
two procedures have already been reported in our previous
paper (19). This paper therefore focuses on describing the
last two items, including example results of biological dose
estimation in PMMA slab and human voxel phantoms.

IMPROVEMENT OF THE PHITS CODE

Features of the PHITS Code

PHITS, the Particle and Heavy Ion Transport code System, can deal
with the transport of all kinds of hadrons and heavy ions with energies
up to 100 GeV/nucleon. The code can also treat the production, transport
and decay of photons, electrons, positrons, pions, muons, kaons and var-
ious resonant states. The recent improvement of the code was described
in detail in ref. (20).

The advantages of the code in the treatment planning for charged-
particle ion therapy are that it is capable of (1) precisely calculating
secondary particle spectra produced from nucleus-nucleus interactions,
using a sophisticated nuclear-reaction model JQMD (21), (2) considering
the influences of electromagnetic fields on the transports of charged par-
ticles, and (3) explicitly determining the energy of charged particles emit-
ted from neutron-induced nuclear reactions, using the event generator
mode (22) instead of the Kerma approximation. The first advantage is
important in the dose estimation downstream of the Bragg peak, since
the doses in this region are derived predominantly from the ionization
due to the secondary particles. The second advantage enables us to per-
form the treatment planning for the beam transport through upstream
apparatuses such as wobbler magnets, as described in ref. (23). The last
advantage is indispensable for our purpose, since the microdosimetric
probability densities are expressed as a function of the charge, energy
and LET of ionizing particles and cannot be calculated directly from the
neutron energy. Note that neutron transport simulation adopting the Ker-
ma approximation, which is widely used for calculating the deposition
energy due to lower-energy neutron transport, directly determines the
mean value of the deposited neutron energies without specifying the
charge and energy of the ionizing particles knocked out from the neutron
interactions. Owing to these properties, we decided to improve the PHITS
code to be capable of calculating the microdosimetric probability densi-
ties to apply the code to the biological dose estimation.

Incorporation of a Function for Calculating the Probability Densities
of Microdosimetric Quantities into PHITS

Based on the model developed by Olko et al. (24), we proposed a
function for expressing the energy-weighted probability density of de-
position energy � in spherical sites with diameter �s around a certain
monoenergetic particle with charge Z, energy E and unrestricted LET in
water L, as follows:

2A(� , Z, E)�s� f (�, � , Z, E, L) �1 s exp{B(� , Z, E)[� 	 C(� , Z, E)L� ]}s s s

�/w2 
 (� , Z, E)�/w j (� , Z, E) 	 1k s k s� � [ ][ j (� , Z, E) 	 1] j (� , Z, E)k�1 k s k s

6

� P (� , Z, E)�(� )� i s pi
i�1

2P (� , Z, E) 	(� 	 � )p77 s� exp . (1)
2[ ]2��2
�

The procedures for deriving the function together with its verification
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FIG. 1. Absorbed-dose probability densities of specific energy z around
the trajectory of a 600 MeV/nucleon iron ion. The open and solid circles
denote the original and corrected data measured with a wall-less TEPC
(28), respectively, while the solid line represents the data calculated by
the improved PHITS code.

were described in detail in our previous paper (19), and hence only a
brief explanation of the features of the function is given in this paper. It
should be noted that this function is identical to Eq. (7) in our previous
paper (19), but the notations for some parameters are different from those
used in its original form. For example, the notation z used in the previous
paper is replaced by � in this paper to distinguish clearly between the
specific energy and the deposition energy.

The first two terms of the function are introduced for estimating the
probability densities due to the direct ionization of the primary HZE
particle and those of the secondary electrons, i.e. � rays (referred to here-
after as direct and �-ray contributions), respectively. The direct contri-
bution is expressed by the distorted Fermi distribution, where the param-
eter A is the normalization constant and B and C indicate the magnitude
of the distortion. The �-ray contribution consists of two components in-
dexed by k, where each term expresses the contributions from lower- and
higher-energy � rays, respectively. The parameter w denotes the average
deposited energy per interaction, and thus �/w represents the mean num-
ber of energy deposition events occurring in the site. In our calculation,
the deposited energy due to the most frequent ionization, 10.9 eV, was
chosen for the value of w. The parameters A, B, C, 
k and jk depend on
the site diameter �s and the charge, Z, and energy, E, of the HZE particle.
Their numerical values were determined from the least-squares fitting of
the probability densities obtained from the Monte Carlo track-structure
simulation using TRACEL (17), as described in our previous paper (19).

The last two terms in Eq. (1) are to reproduce sharp peak structures in
the probability density at 10.9, 13.5, 17.0, 21.4, 26.3 and 533 eV and a
broad peak around 700 eV. The first five peaks are triggered by the quan-
tization of the threshold energies of excitations and the binding energy
of each transition. The sharp peak at 533 eV is due to the production of
the Auger electrons emitted from oxygen atoms, complementing the
broad peak by coupling with several conventional energy deposition
events. The sharp peak structure can be reproduced by Dirac’s delta func-
tion, �(�pi), where �pi is the peak energy. On the other hand, it is assumed
that the shape of the broad peak can be represented by a Gaussian dis-
tribution with a width � of 100 eV. The peak height, Pi, is dependent on
the site diameter �s and the charge and energy of the HZE particle, and
these numerical values were determined from the probability densities
obtained from the Monte Carlo track-structure simulation.

The proposed function enables us to calculate the probability density
of � instantaneously with a precision equivalent to that of the Monte
Carlo track-structure simulation that requires much computational time.
We therefore incorporated this function, rather than the Monte Carlo
track-structure simulation algorithm, into the PHITS code to estimate the
microdosimetric probability densities in macroscopic matter. The im-
proved PHITS can calculate the absorbed-dose probability densities of �
in spherical water sites with diameter �s, d1(�, �s), for a certain macro-
scopic region by numerically solving the equation

D(Z, E, L) � f (�, � , E, Z, L)1 sd (�, � ) � dE dL, (2)�1 s �� �DZ T
� f (�, � , E, Z, L) d�E L � 1 s

0

where D(Z, E, L) denotes the absorbed dose per unit energy and LET
owing to the ionization of a particle with charge Z, energy E and LET
L, while DT denotes the total absorbed dose in the region. Both D and
DT, can be estimated from the macroscopic particle transport simulation
by PHITS. The absorbed-dose probability density of y, which is adopted
in the biological dose estimation presented in the next section, can be
obtained from d1(�, �s) by converting � into y using their relationship y
� �/l, where l is the mean chord length of the site, 2�s/3. The improved
PHITS can also calculate the absorbed-dose probability density of z, using
the relationship z � �/m, where m is the mass of the site. The site di-
ameter �s, an input parameter of the code, can be arbitrarily specified to
be from 1 nm to 2 
m.

It should be noted that the numerical values of the parameters used in
Eq. (1) were determined only for water target sites with diameters from
1 nm to 2 
m, since we performed the Monte Carlo track-structure sim-

ulation in water within a limited radial distance (19). Hence probability
densities of microdosimetric quantities calculated by PHITS are always
for water sites, although PHITS is able to calculate the total absorbed
doses in every kind of material. However, this limitation does not pose
a significant problem in the biological dose estimation, since the RBE of
HZE particles is generally expressed by the probability density in water
instead of that in the actual material.

Verification of the Accuracy of Microdosimetric Probability Densities
Calculated by PHITS

In general, the accuracy of calculated microdosimetric probability den-
sities can be verified by comparing the results with the corresponding
experimental data measured with a TEPC. However, the experimental
data measured with conventional TEPCs irradiated by HZE particles can-
not be used for this purpose, since a large number of high-energy � rays
are produced in the wall of a TEPC so that this wall effect significantly
changes the probability density away from the ideal condition, as dis-
cussed in many papers, e.g. refs. (25–27). Thus we compared the prob-
ability density measured in a wall-less TEPC irradiated with a 600 MeV/
nucleon iron-ion beam (28) with the corresponding data calculated by the
improved PHITS for the purpose of its verification. The wall-less TEPC
was filled with propane gas, and the cylindrical site diameter and length
simulated by this experiment was 1.3 
m.

The results of the comparison are presented graphically in Fig. 1. The
original experimental data were given in terms of the energy-weighted
probability density of z, zf1(z), but the data shown in this graph were
converted to the absorbed-dose probability density of z, d1(z). Note that
the statistical uncertainties in the calculated values shown in this paper
are negligibly small. It is found from the graph that the direct and
�-ray contributions can be observed clearly at z values above and below
2 Gy, respectively, in both the calculated and measured probability den-
sities, but a discrepancy can be observed between the ratios obtained from
the calculation and from the experiment. This discrepancy is largely at-
tributable to the limited radial distance covered by the experiment in
which the probability density of z at the radial distances above 21.5 
m
could not be measured. According to the radial-dose distribution models
proposed independently by Magee et al. (29) and Chunxiang et al. (30),
the dose deposited at the outer region of this measurement range is ap-
proximately 12% of the total for a 600 MeV/nucleon iron ion. Hence we



110 SATO ET AL.

corrected the measured probability density, d1m(z), by assuming that the
probability density for the outer region is proportional to the measured
data of the �-ray contribution, in the relationship

⎡ ⎤0.12⎢ ⎥d (z) � 0.88 � d (z) (z � z )1c 1m TzT⎢ ⎥
d (z) dz⎢ ⎥� 1m

0⎣ ⎦

d (z) � 0.88d (z) (z � z ), (3)1c 1m T

where d1c(z) is the corrected probability density and zT denotes the higher
threshold of the z of the �-ray contribution: 2 Gy in this case.

The corrected probability density is also depicted in Fig. 1. It is evident
from the graph that the calculation can reproduce the corrected data very
well except for those for z below 0.3 Gy. The peak in the calculated
probability density at z around 0.08 Gy is triggered by the emission of
the Auger electrons from excited oxygen atoms, and hence it is natural
that the corresponding peaks cannot be observed in the experimental data
measured with TEPCs filled with propane gas. The discrepancy at the
lower-z region is probably due to the assumption adopted in the correction
of the experimental data that the probability density for the outer region
is proportional to the measured data of the �-ray contribution. This as-
sumption causes the underestimation of the corrected probability density
at the very low-z region, since sites with such low z are expected to be
scattered at locations far from the trajectory of the primary HZE particle,
i.e. those at radial distances over the experimental limit. Thus our data
correction is not enough to compensate for the increase of probability
density at the low-z region. It should be noted, however, that the proba-
bility density at the low-z region generally does not play a significant
role in the biological dose estimation. For instance, the dose-mean spe-
cific energies, z1D, obtained from the calculated and corrected probability
densities are in close agreement, 12.2 and 13.5 Gy, respectively, in spite
of the existence of their large discrepancy at the low-z region. We there-
fore concluded that the microdosimetric probability densities calculated
by the improved PHITS are precise enough to be used in the biological
dose estimations shown in the next section.

BIOLOGICAL DOSE ESTIMATION

Methodology

The procedure for the biological dose estimation apply-
ing the MK model was described in detail in refs. (9–11,
13) together with its theoretical background. Hence only a
methodological outline of the procedure is given in this
paper.

According to the LQ model, the surviving fraction of
cells irradiated with absorbed dose D can be expressed by
the equation

2S � exp(	�D 	 �D ), (4)

where S is the surviving fraction and � and � are param-
eters depending on the profile of the radiation such as en-
ergy, charge, speed and LET in a complicated manner. In
the MK model, the parameter � can be regarded as a con-
stant, and its numerical value can be obtained from the
survival curve of the cells irradiated by a reference radia-
tion—generally X rays. The parameter � can be estimated
from the obtained � by the equation

� � � � �z* , (5)0 1D

where �0 is a constant that represents the slope of the sur-
viving fraction curve in the limit of LET � 0. The param-

eter denotes the saturation-corrected dose-mean specificz*1D

energy for a subcellular structure referred to as domain. In
the improved MK model (11, 13), can be calculated byz*1D

the equation

l
z* � y*1D m (6)

� 2 21 1 	 exp(y /y )02� y d(y, 2r ) dy,0 � d2�
r yd 0

where � and rd are the density and radius of the domain,
d(y, 2rd) is the absorbed-dose probability density of y for
site diameter 2rd, and y0 is a so-called saturation parameter
that indicates the lineal energy above which the correction
for the saturation due to the overkill effect becomes very
important. The parameters and y* are almost equal toz*1D

the dose-mean specific energy and lineal energy, z1D and
yD, respectively, in the cases where d(y, 2rd) in the region
of high y is negligibly small, i.e., the approximation
exp( is established even at the probability2 2 2 2y /y ) � 1 	 y /y0

density of the maximum lineal energy. The saturation pa-
rameter y0 can be calculated by the equation

2�
r Rd ny � , (7)0
2 2��(r � R )d n

where Rn is the radius of the nucleus of the target cell.
The MK model parameters rd and �0 are independent of

the radiation type and dependent on the type of the target
cell. Their numerical values can be determined from the
surviving-fraction curves of the cell irradiated with X rays
and a certain monoenergetic HZE particle whose saturation
correction is negligibly small, i.e. y* � yD. For these ra-
diations, the following simultaneous equations are estab-
lished:

y (2r )DX d� � � � � and (8)X 0 2�
rd

y (2r )D1 d� � � � � , (9)I 0 2�
rd

where �X and �I are the measured � values and yDX(2rd)
and yDI(2rd) are the dose-mean lineal energies for site di-
ameter 2rd upon X and HZE-particle irradiation, respec-
tively. Solving the simultaneous equations, we can calculate
the MK model parameters rd and �0 by the equations

�[y (2r ) 	 y (2r )]DI d DX dr � and (10)d � �
(� 	 � )I X

� 	 �1 X� � � 	 y (2r ). (11)0 X DX d[ ]y (2r ) 	 y (2r )DI d DX d

Substituting these parameters into Eq. (7), the saturation
parameter y0 can be determined.

The parameter � for a complex radiation field, �C, can
be estimated from Eqs. (5) and (6), inserting the obtained
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FIG. 2. Simulation setup for the biological dose estimation in a PMMA slab phantom.

TABLE 1
Beam Conditions Adopted in the Biological Dose Estimation in a PMMA Slab Phantom, Together with the

Depths at which the Measured Value of the HSG Cell is Available in the Phantom

Incident particle
Monoenergetic

or SOBP
Material and thickness of

scatterer (mm)
Range in PMMAa

(g/cm2)
Depth at which � value was measured

(g/cm2)

Carbon, 290 MeV/nucleon Monoenergetic Tantalum, 0.434 14.8 0.1, 13.4, 14.5, 14.7, 14.8, 14.9, 15.0
Carbon, 290 MeV/nucleon SOBPb Tantalum, 0.649 9.2–14.8 0.33, 9.4, 11.8, 14.3, 14.6
Carbon, 400 MeV/nucleon SOBP Tantalum, 0.754 18.8–24.9 19.8, 22.2, 24.8
Neon, 230 MeV/nucleon Monoenergetic Tantalum, 0.539 5.1 0.1, 3.6, 4.3, 4.6
Silicon, 490 MeV/nucleon Monoenergetic Lead 1.6 Tantalum, 0.434 13.5 0.1, 12.5, 13.0, 13.1, 13.4, 13.45, 13.5, 13.55
Iron, 200 MeV/nucleon Monoenergetic Tantalum, 0.215 0.9 0.1, 0.38, 0.78, 0.84
Iron, 500 MeV/nucleon Monoenergetic Lead, 1.6 Tantalum, 0.215 7.1 0.33

a Range for HZE particles in front of the slab phantom.
b Spread-out Bragg peak.

MK model parameters and d(y, 2rd) calculated by the im-
proved PHITS. Using �C, the dose of the surviving fraction
S in the complex radiation field, DC(S) can be determined
by the equation

2	� � �� 	 4� ln(S)C C
D (S) � . (12)C 2�

The RBE for surviving fraction S in the complex radiation
field can be obtained simply by the equation

D (S)XRBE (S) � , (13)C D (S)C

where DX(S) is the X-ray dose for surviving fraction S,
which can be obtained from Eq. (12) by replacing �X by
�C. Finally, we can estimate the biological dose as the prod-
uct of the RBE and the physical dose, which can be cal-
culated from the macroscopic particle transport simulation
of PHITS.

Biological Dose Estimation in a Slab Phantom

To prove the applicability of this method to the treatment
planning of charged-particle therapy in HIMAC, we per-
formed a simulation estimating the biological dose in a
PMMA slab phantom irradiated by SOBP carbon-ion
beams as well as several kinds of monoenergetic HZE-par-
ticle beams. Figure 2 shows the simulation setup for the
biological dose estimation, and Table 1 summarizes the pro-
files of the irradiation beams. The biological end point

adopted in the estimation was a 10% surviving fraction for
human salivary gland (HSG) tumor cells. These conditions
are the same as those adopted in the experimental biological
dose estimation using a conventional TEPC (11).

Preceding the simulation for estimating the biological
dose in the slab phantom, we must determine the parame-
ters used in the MK model. We adopted the same values
used in ref. (11) for the domain density �, the nuclear radius
Rn, and the � parameter; that is, � � 1.0 g/cm3, Rn � 4.1

m, and � � 0.05 Gy	2, respectively. The � parameters
for X rays and a certain monoenergetic HZE-particle irra-
diations, �X and �I, were set to 0.192 and 0.332 Gy	1, re-
spectively, which were evaluated from the least-squares fit-
ting of the experimental surviving fractions of the HSG
cells (11) considering the experimental uncertainties. Note
that carbon ions with energy 290 MeV/nucleon were em-
ployed as representative monoenergetic HZE particles, as
in ref. (11). The domain radius rd can be obtained by nu-
merically solving Eq. (10) using these parameters coupled
with yDX and yDI calculated by the improved PHITS. In
solving the equation, we adopted the Newton method, since
the calculated yDX and yDI depend on rd in a complicated
manner. The numerical value of the estimated rd is 0.300

m, and yDX and yDI for this domain radius are 4.04 and
8.99 keV/
m, respectively. Substituting these parameters
into Eqs. (7) and (11), we obtained the values of 108 keV/

m and 0.0777 Gy	1 for y0 and �0, respectively. It should
be noted that the parameters evaluated are different from
those obtained by Kase et al. (11), who adopted the yD
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FIG. 3. Calculated and measured y* for monoenergetic and SOBP 290
MeV/nucleon carbon-ion beams as a function of the depth in a PMMA
slab phantom. The experimental data are taken from ref. (11).

FIG. 4. Measured � values at several depths in the PMMA slab phan-
tom (11) as a function of the calculated y* at the locations. The solid
line denotes the relationship between � and y* expected from Eq. (5).
The depths at which the measurements were performed are tabulated in
Table 1.

measured by a conventional TEPC in the parameter deter-
mination. This discrepancy is largely due to the wall effect
on the probability density measured by the TEPC, since the
wall effect raises the measured yD for high-energy particles
greatly. For instance, yD measured by a walled TEPC is
estimated to be 1.34 times larger than that by a wall-less
TEPC in the case of 45 MeV/nucleon argon ions, based on
the simulation of Nikjoo (25), and this ratio is expected to
be larger for higher-energy particles.

Using our evaluated MK model parameters, we estimated
y*, � and the biological dose in the slab phantom irradiated
by the HZE-particle beams listed in Table 1, based on the
d(y, 2rd) calculated by the improved PHITS code. As ex-
amples of the results, the calculated y* for the monoener-
getic and SOBP 290 MeV/nucleon carbon-ion beams are
depicted in Fig. 3 as a function of the depth in the phantom.
The corresponding experimental data obtained by Kase et
al. (11) are also plotted in the figure. It is clear from the
graphs that y* becomes larger in the Bragg-peak and SOBP
regions, indicating higher RBEs there. Note that the cal-
culated y* are much smaller than the corresponding mea-
sured data. This discrepancy also was due to the wall effect
in the experimental data.

Figure 4 shows the measured � at several depths in the
phantom as a function of the calculated y* at the corre-
sponding locations. The depths at which the measurements
were performed are tabulated in Table 1. The relationship
between � and y* resulting from Eq. (5) with our obtained
MK model parameters is also shown in the figure. It is
evident from the graph that the � calculated by Eq. (5)
agrees with the measured data very well except for a few
data obtained from the monoenergetic 200 MeV/nucleon
iron-ion irradiation. This agreement verifies that RBE of
the varieties of HZE particles can be estimated simply from

only one parameter, y*, indicating the applicability of the
biological dose estimation method using y* to complex ra-
diation fields. The exceptions are observed in the data mea-
sured around the Bragg peak of the beam. This discrepancy
is probably due to a slight difference between the experi-
mental and simulation setups, since y* around the Bragg
peak for iron ions changes dramatically according to the
depth at which the measurement of y* is performed. For
instance, the calculated y* at only 0.05 g/cm2 upstream or
downstream of the Bragg peak is approximately twice that
at the peak, and it is very difficult to reproduce such ex-
perimental conditions with accuracy in the simulation. Fur-
thermore, the depths at which the TEPC was located in the
measurements also had uncertainties of approximately 0.05
g/cm2 due to the round shape of the detector.

Figure 5 shows a comparison between the RBEs where
there is a 10% surviving fraction of irradiated HSG cells
estimated from the � values obtained by Kase et al. (11)
and our simulation under different irradiation conditions.
The data are plotted as a function of the depth in the phan-
tom. It is evident from the graph that our simulation can
reproduce the experimental data at various locations, as
could be expected from Fig. 4. The sudden decreases of
the calculated RBE at the Bragg peaks of the monoener-
getic neon- and iron-ion irradiations are triggered by the
saturation correction for the overkill effect. This effect was
also observed in the experimental data for the iron-ion ir-
radiation, although the depths at which the effect was mea-
sured were slightly different from the calculated data, as
described before.

Figure 6 shows the calculated biological and physical
doses for the monoenergetic and SOBP 290 MeV/nucleon
carbon-ion beams as a function of the depth in the phantom.



113BIOLOGICAL DOSE ESTIMATION BY PHITS

FIG. 5. Comparison between the RBEs for the 10% surviving fraction
of the HSG cell estimated from the � values obtained by Kase et al. (11)
and our simulation for several irradiation conditions.

The depth-dose distributions in a water phantom irradiated
by the same beams measured by an ionization chamber (31)
are also plotted in the graphs. The measured distributions
are normalized to the calculated physical doses at the front
surface and at the 5 g/cm2 depth of the phantom for the
monoenergetic and SOBP beams, respectively. It is evident
from the graphs that our simulation can reproduce the mea-
sured physical doses very well even downstream of the
Bragg peak. This indicates the accuracy of the PHITS cal-
culation in terms of the secondary particle spectra produced
by nuclear reactions of HZE particles, since doses in the
region are deposited largely by the ionization by the sec-
ondary particles. The agreement between the measurements
and calculations of both RBE and physical dose as shown
in Figs. 5 and 6, respectively, proves the reliability of the
biological dose estimation method we developed, since the
biological dose is the product of the two quantities.

The ridge filter mounted at the upstream portion of the
SOBP beam was designed to achieve a constant biological
dose region over 6 g/cm2 in width, using the one-dimen-
sional HZE-particle transport code HIBRAC (32) coupled
with the LET-based LQ model proposed by Kanai et al.
(2), as also shown in Fig. 6. However, the biological doses
obtained by PHITS coupled with the MK model are not
constant at the SOBP region; the value at the proximal re-
gion of the beam is approximately 5% higher than that at
the distal region. This discrepancy is attributed not to the
difference between the biological dose estimation models
themselves but rather to the difference between the simu-
lation codes adopted in the estimation, since one-dimen-
sional codes tend to overestimate the dose at a distal region
due to the ignorance of the lateral divergence of the dose,
as discussed in ref. (31). It should also be mentioned that

HIBRAC was recently improved3 by updating the reaction
cross-section model (33), but this updated version was not
used in the calculation of the Kanai model shown in this
paper.

To clarify the difference between the MK and Kanai
models, we estimated the biological doses based on the
Kanai model using the dose-LET distributions calculated
by PHITS instead of HIBRAC. The results are also shown
in the graphs. It is evident from the graphs that the biolog-
ical doses calculated by PHITS coupled with the MK and
Kanai models are almost identical to each other for the
monoenergetic beam. For the SOBP beam, the calculation
employing the MK model gives slightly higher values than
that using the Kanai model, especially at the SOBP region.
This slight disagreement is due to the difference between
the biological dose estimation models as well as that be-
tween the target cells employed in the parameter determi-
nation of the models.

An advantage of the MK model compared to Kanai mod-
el is that it makes a biological dose estimation feasible by
taking the difference among RBEs for each type of the
tumor cell into consideration. This is because the MK mod-
el is fully based on the theoretical background, and its pa-
rameters can be determined from the surviving fraction
curves of target cells irradiated by only two types of radi-
ation: X rays and monoenergetic carbon ions with energy
290 MeV/nucleon in our case. On the other hand, the Kanai
model is an empirical method that requires a large number
of experiments for measuring the surviving fraction curves
of a target cell irradiated by varieties of HZE particles over
a wide energy range to determine the LET dependence of
the parameters used in the model.

Biological Dose Estimation in a Human Voxel Phantom

The biological dose estimation method based on the im-
proved PHITS code coupled with the MK model has great
advantages when applied to treatment planning for charged-
particle therapy, since it enables us to estimate the biolog-
ical doses not only in a tumor but also in surrounding nor-
mal tissues, considering the effects of secondary particles
produced in upstream apparatuses as well as inside the hu-
man body. Furthermore, PHITS can model voxel phantoms
of a human body built from the CT scan data of each pa-
tient. We therefore performed simulations for estimating the
biological doses in several tissues of a Japanese male voxel
phantom JM (34) irradiated by an SOBP 290 MeV/nucleon
carbon-ion beam.

A schematic simulation setup is illustrated in Fig. 7. The
pencil monoenergetic beam was broadened by a wobbler
magnet. The broadened beam successively passed through
a scatterer, a ridge filter and a lead collimator with a 5 �
5-cm2 hole and struck the head of a voxel phantom from

3 L. Sihver and D. Mancusi, HIBRAC: a 1-D deterministic heavy-ion
transport code optimised for radiotherapy. Manuscript submitted for pub-
lication.
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FIG. 6. Biological and physical doses for (panel A) monoenergetic and (panel B) SOBP 290 MeV/nucleon carbon-
ion beams as a function of the depth in the PMMA slab phantom. The solid circles denote the normalized depth-
dose distribution in water measured by an ionization chamber (31).

FIG. 7. Simulation setup for the biological dose estimation in a human voxel phantom.

the lateral direction. In the simulation, we calculated the
physical doses, dose equivalents using the Q(L) and Q(y)
relationships defined in ICRP Report 60 (35) and ICRU
Report 40 (36), respectively, as well as the biological dose
based on the MK model. According to ICRP Report 92
(37), one reason for introducing the LET-based quality fac-
tor Q(L) instead of the y-based relationship Q(y) that had
already been defined in ICRP Report 40 was that LET was
more convenient in computations, although y is definitely
a better index for expressing the quality factor. Hence it is
worthwhile to compare the Q(L)- and Q(y)-based dose
equivalents, where the latter can be calculated using only
the improved PHITS code.

The results of the simulation are summarized in Table 2.
The statistical errors in the values are generally small—less
than 2% in most cases. The data are normalized to achieve
a 10% surviving fraction of the HSG tumor cells in the
SOBP; i.e., the biological dose in the region is set equal to
DX(0.1). The dose in the target organ, the brain, is much
higher than for other tissues and organs, indicating the high
concentration of dose with this heavy charged-particle ther-
apy. Among the non-target tissues, the doses to tissues dis-
tributed widely in the human body such as bone marrow

and skin are relatively high in comparison to the others,
since some parts of these tissues are directly irradiated by
the primary HZE particles. The doses for the other tissues
simply decrease with increasing distance from that tissue
to the target organ. The biological doses in each tissue are
smaller than the corresponding dose equivalents, since the
biological end points employed in the dose estimations are
different from each other. In general, the RBEs of HZE
particles for cell killing are smaller than those for chro-
mosome aberrations. The former and latter are correlated
to the biological dose and the dose equivalent, respectively.

The Q(L)-based dose equivalents are larger than the cor-
responding Q(y)-based values for tissues directly irradiated
by the primary HZE particles, while the relationship is re-
versed for the other tissues. For low-energy charged parti-
cles, one can assume the relationship between dose-mean
lineal energy yD for site diameter 1 
m and LET L to be
(38)

y � 9L/8 � 0.75 (keV/
m).D (14)

Under this assumption, the Q(y) defined in ICRU Report
40 can simply be converted to the LET-based quality factor,
and its numerical values are slightly larger than the Q(L)
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TABLE 2
Calculated Physical and Biological Doses, and Dose Equivalents in Several Important
Tissues in the JM Phantom Irradiated by a Carbon 290 MeV/Nucleon SOBP Beam

Physical dose
(mGy)

Biological dose
(mGy-Eq.)

Q(L)-based dose
equivalent (mSv)

Q(y)-based dose
equivalent (mSv)

Effectivea 2.25 3.13 10.8 9.61
Bone marrow 16.8 23.4 81.3 71.9
Breast 0.0840 0.170 0.716 0.766
Colon 0.0381 0.0667 0.258 0.276
Lungs 0.0582 0.0882 0.287 0.305
Stomach 0.0519 0.0879 0.322 0.348
Gonads 0.00908 0.0204 0.0936 0.0969
Liver 0.0345 0.0465 0.138 0.147
Esophagus 0.0969 0.136 0.397 0.419
Thyroid 0.162 0.230 0.719 0.752
Bladder 0.0152 0.0224 0.0672 0.0742
Bone surface 10.3 14.4 50.0 44.2
Brain 707 1146 5254 4280
Salivary 1.09 1.34 3.06 3.01
Skin 5.36 6.61 16.1 15.8
Remainder tissues 0.226 0.281 0.743 0.737

Notes. The simulation setup for this calculation is illustrated in Fig. 7. The data are normalized to achieve a 10%
surviving fraction of HSG tumor cells in the SOBP region.

a Sum of tissue doses weighted by wT, excluding the brain contribution.

defined in ICRP Report 60 except for very high-LET re-
gion, as shown in Fig. 4.1 of ICRP Report 92. The doses
in tissues far from the target organ are deposited predom-
inantly by low-energy charged particles emitted from neu-
tron-induced reactions, and hence it is natural that the Q(y)-
based dose equivalents in those tissues are slightly larger
than the corresponding Q(L)-based values. On the other
hand, yD is expected to be much smaller than that calculated
by Eq. (14) for HZE particles because of their large pro-
duction cross sections of high-energy � rays. Thus the nu-
merical value of Q(L) is generally larger than the mean
value of Q(y) for HZE particles with LET or y below 100
keV/
m. This is why the Q(L)-based dose equivalents are
larger than the corresponding Q(y)-based values for tissues
directly irradiated by the primary HZE particles. When the
Q(L)- and Q(y)-based dose equivalents are apparently dif-
ferent from each other, as is the case here, it is better to
use Q(y)-based dose equivalents in the relative risk esti-
mation, since Q(L) was introduced just to be mathemati-
cally in line with the curve obtained from Q(y) coupled
with Eq. (14), as described in ICRP Report 92.

One purpose of evaluating doses in normal tissues in the
treatment planning is to estimate the risk of inducing sto-
chastic effects such as secondary cancer, and the dose
equivalents are better indexes for this risk estimation than
the other calculated values. We therefore calculated the ef-
fective dose equivalents from the obtained dose equivalents
in each tissue coupled with the tissue weighting factor wT

defined in ICRP Report 103 (39). In this calculation, we
set the tissue weighting factor for the brain to be 0, since
the brain is the target organ whose stochastic effect need
not be considered in our simulation. The result is also given
in Table 2, together with the effective physical and biolog-

ical doses obtained in the same manner as described above.
The Q(L)-based effective dose equivalent is larger than the
corresponding Q(y)-based value, indicating the overesti-
mation of the risk of charged-particle therapy if one em-
ploys LET as an index for expressing the quality factor.
The calculated effective dose equivalents are almost the
same as the effective dose from a whole-body CT scan,
which is expected to be 8 to 20 mSv under certain condi-
tions (40). However, this coincidence is not evidence
enough to conclude that the risks of induction of secondary
cancers by charged-particle therapy and CT scans are al-
most equivalent, since the effective dose equivalent from
charged-particle therapy depends significantly on the irra-
diation conditions such as the charge and energy of the
incident particles, the structure of upstream apparatuses,
and the location of the target tumor. Furthermore, the effect
of non-uniform exposure must be considered in the risk
estimation, since the dose from heavy charged-particle ther-
apy is concentrated in a small area around the target tumor.
More systematic studies estimating the risks of induction
of secondary cancer by charged-particle therapy are de-
sired.

CONCLUSIONS

The macroscopic particle transport code PHITS was im-
proved to estimate the probability densities of microdosi-
metric quantities in complex radiation fields by incorporat-
ing a mathematical function that can instantaneously cal-
culate the probability densities around the trajectory of all
kinds of HZE particles. Using the improved PHITS code,
we have established a new method for estimating biological
dose from charged-particle therapy based on the microdos-
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imetric kinetic model. In this method, the biological dose
can be determined by multiplying the physical dose by the
RBE for the surviving fraction of tumor cells. The physical
dose is calculated from the macroscopic particle transport
simulation by PHITS, while the RBE is estimated from the
saturation-corrected dose-mean lineal energy y* that is cal-
culated from the absorbed-dose probability density of y
with a mathematical function incorporated in PHITS. The
accuracy of the biological dose estimated by this method
was tested by comparing the calculated physical dose and
RBE data with the corresponding experimental values ob-
tained by irradiating a slab phantom with SOBP carbon-ion
beams as well as several monoenergetic HZE particles.

An advantage of applying this method to the treatment
planning of charged-particle therapy is that it enables us to
lump calculations for all the required tasks together into
one simulation, such as the design of upstream apparatuses,
the estimation of biological dose in a tumor, and estimation
of dose equivalents in surrounding normal tissues. As an
example, we calculated the Q(L)- and Q(y)-based effective
dose equivalents as indexes for the risk of stochastic effects
from charged-particle therapy for a certain case and ob-
tained a value comparable to the effective dose from a
whole-body CT scan. Further studies are desired for esti-
mating the normal-tissue complications such as the risk of
induction of secondary cancers by charged-particle therapy.
The development of a model for correlating the microdos-
imetric probability densities with chromosome aberration or
DNA damage is a key issue for risk estimation. The sim-
ulation technique established in this study is also capable
of contributing to the health risk estimation of astronauts
exposed to cosmic rays, an area requiring additional study.
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